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ABSTRACT
Machine learning has received increasing attention for the last
decade due to its significant success in classification problems in
almost every application domain. For its success, the amount of
available data for training plays a crucial role in the creation of a
machine-learning model. However, the data-gathering process for
machine learning algorithms is a tedious and time-consuming task. In
many cases, the developers rely on publicly available datasets, which
are not always of high quality. Recently, we are witnessing a data
market paradigm where valuable datasets are sold. Thus, once the
dataset is created or bought, protecting the dataset against illegal use
or (re)sale and establishing intellectual property rights is necessary.
In this paper, we investigate the question of deploying well-studied
image watermarking techniques to be applied to classification al-
gorithm datasets, without degrading the quality of the dataset. We
investigate whether Singular Value Decomposition (SVD)-based
techniques from image watermarking could be deployed on machine
learning datasets or not. To this end, we chose the watermarking tech-
nique described in [8] and applied it to a machine-learning dataset.
We provide experimental results on the robustness of the scheme.
Our results show that the watermark embedding scheme provides
decent imperceptibility and robustness against update, zero-out, and
insertion attacks but, it is not successful against deletion attacks. We
believe our work can inspire researchers who might want to consider
applying well-studied image watermarking techniques to machine
learning datasets.

CCS CONCEPTS
• Social and professional topics → Computing / technology pol-
icy; • Intellectual property → Digital rights management .
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1 INTRODUCTION
The amount of data needed to create state-of-the-art machine learn-
ing (ML) models is continuously increasing as the complexity and
volumes of these models grow [12]. However, public datasets avail-
able for training are limited and sometimes not of high quality.
Furthermore, application-specific datasets (e.g., health data) are very
valuable. Imagine a company that invested an incredible amount of
time and resources into the data-collection/generation. Later, the
company sells/shares the dataset [4] in order to have a financial gain
(or for any other non-economic incentives such as a public dataset).1

Therefore, it is essential for companies to protect their ownership
of their datasets from infringement, piracy, and/or another entity
re-selling their ML datasets without their authorization.

Watermarking is a well-known technique for protecting owner-
ship rights in media such as image, video, and audio, database, and
machine learning models. A watermarking scheme commonly con-
sists of two algorithms: watermark embedding and extraction. In the
watermark embedding, a data stream (and/or a high entropy value)
as a secret is embedded into the host data [11] which distorts the
data without degrading the utility. The watermark extraction using
the secret (e.g., the data stream, the high entropy secret) is computed
to prove ownership [16], to check whether the data has been tam-
pered with [10], or to manage copy control [7]. However, compared
to media watermarking, non-media watermarking techniques are a
newer sub-domain [15]. Existing dataset watermarking techniques
evaluate their utility and effect of watermarking on datasets in terms
of various metrics such as similarity [26], changes in the mean, and
standard deviation [3]. However, watermarking a machine learning
(ML) dataset can be complicated since not only the effect of water-
marking on the dataset but also the effect of watermarking on the
algorithm trained by the dataset should be carefully analyzed.

ML datasets and images are both 𝑁 -dimensional matrices contain-
ing (often numerical) data. Therefore, in this work, we investigate
whether well-studied image watermarking techniques can be applied
to machine learning datasets for proof of ownership since media

1In this work, we do not discuss issues related to privacy since it is out-of-scope of our
work. However, companies should protect the privacy of the entities they collected the
dataset from according to regulations (e.g., GDPR, CCPA) they might be subjected to.
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watermarking is more advanced compared to dataset watermarking.
For this purpose, we chose an SVD-based watermarking scheme [8]
due to its proven robustness with media related use-cases [6].

Our approach. To be able to watermark a dataset using SVD-
based watermarking, we first normalize the dataset to the range
defined by the image watermarking (i.e., (0, 255)). Then, the nor-
malized dataset is watermarked by the image watermarking scheme
as described by [8]. Finally, after watermarking, we train various
machine learning models on the watermarked dataset and calculate
the accuracy. We also consider two main metrics, imperceptibility
and robustness, to measure the effects of image watermarking on
the actual dataset. To the best of our knowledge, our work is the first
work applying image watermarking to ML datasets and measuring
the effects of watermarking on ML models as well as on ML datasets.
Thus, our work may provide a valuable connection between a mature
and an emerging area, and inspire researchers to consider applying
and improving well-studied image watermarking techniques to ma-
chine learning and understand the effects of porting them to a new
domain.

Our contributions. Our first and foremost contribution is to apply
image watermarking on machine learning datasets and train models
on such watermarked datasets using two real-world datasets. We
later compare these models trained with the watermarked datasets
with the models trained on the host/original datasets in terms of ac-
curacy for imperceptibility. Our evaluations show that watermarking
introduces at most a 0.1% accuracy loss. We also measure the dis-
tortion introduced by the watermarking to the dataset. We evaluate
robustness against deletion, update, insertion, zero-out, and multi-
faceted attacks. This evaluation shows that the technique is robust
against update, insertion, and zero-out attacks but fails to keep the
watermark intact against deletion and multifaceted attacks. These ob-
servations highlight important directions for further work in adapting
existing techniques to the new domain of ML watermarking.

2 BACKGROUND
In this section, we briefly present the building blocks used throughout
the paper. In Table 1, we provide the notations used.

Table 1: Notations used throughout the paper.

Symbol Description
𝑈 The 𝑈 component of the SVD
Σ The Σ component of the SVD
𝑉 The 𝑉 component of the SVD
𝐷 The host data
𝐷𝑛 The normalized host data
𝑊 The watermark
𝐷𝑤 The watermarked host data
𝑊 ′ The extracted watermark
𝑎 The index of the attribute that was watermarked
𝑚 The maximum value of an attribute

2.1 Singular Value Decomposition (SVD)
Singular Value Decomposition [18] is an algebraic tool to decompose
an original matrix. Let 𝐴 be the original 𝑚 × 𝑛 matrix, its SVD is

described as 𝐴 = 𝑈 Σ𝑉𝑇 . Let 𝐴𝑛 be the order of the matrix 𝐴, Σ is
equal to 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 (𝜎0, ..., 𝜎𝐴𝑛

) where each 𝜎 represents a singular
value of 𝐴. The matrices U, Σ, and V all have the same size as 𝐴.

2.2 Image Watermarking
The watermarking process contains two steps: the embedding pro-
cess and the extraction process [14]. During the embedding process
a datastream or watermark𝑊 is inserted into the host data 𝐷. The
extraction process entails extracting the watermark from the (sus-
pected) watermarked data.

There are two types of image watermarking techniques: 1) Spatial
Domain-based Techniques: These techniques deploy insignificant
changes in the spatial domain, which are invisible to human eye.
Examples of these techniques involve the Least Significant Bit [5],
Intermediate Significant Bit [24] and patchwork [23]. However, these
techniques are also easy to attack by simple modification of the
data. 2) Transform Domain-based Techniques: These techniques
introduce changes in the frequency domain such that the changes
cannot be seen with the naked human eye and are also robust against
modifications such as compression, rotation and cuts. Examples of
these techniques are based on the Discrete Cosine Transform [21],
Discrete Wavelet Domain [2], Singular Value Decomposition [8],
and QR Decomposition [20].

Image Watermarking via SVD. Let 𝑊 be a binary image with
𝑙 ×𝑚 bits used as a watermark. Let 𝐷 be a host image to watermark.
Watermark embedding and extraction are as follows:
• Embedding: To watermark 𝐷 with 𝑊 , the SVD-based image
watermarking [8] partitions a host image 𝐷 (which is being water-
marked) into 𝑛 × 𝑛 blocks. Each block is decomposed using SVD.
The coefficients of the 𝑈 component are used to determine rela-
tions (as positive or non-positive) to embed a watermark bit. Due
to page limit, we do not elongate our discussion with regarding the
relation calculation rather we refer readers to [8] for more details.
The exact method to embed the watermark bit can be found in [8].
Finally, the watermarked block is constructed by multiplying the
watermarked 𝑈 -component, the Σ-component, and the transpose of
the 𝑉 -component. The watermarked image 𝐷𝑤 is constructed by
taking all the watermarked blocks.
• Extraction: Let 𝐷𝑤 be a watermarked image. Similar to embed-
ding, 𝐷𝑤 is divided into 𝑛 ×𝑛 blocks, and each block is transformed
by SVD. After SVD generation, the 𝑈 -component is analyzed for
each block to extract the watermark bit. These bits form the extracted
watermark𝑊 ′. Later,𝑊 ′ is compared to𝑊 to determine if 𝐷𝑤 was
watermarked by𝑊 . If𝑊 and𝑊 ′ are similar to each other according
to a similarity analysis, then 𝐷𝑤 is said to be watermarked by 𝑊 ;
however, it depends on the owner and/or users’ applications.

3 WATERMARKING AN ML DATASET
Watermarking techniques that transform the domain are more ro-
bust than spatial domain techniques as discussed by Begum et al.
[6]. The techniques used in this paper cannot take advantage of fre-
quency properties. Therefore, an SVD-based image watermarking is
deployed to watermark ML datasets, and the watermarking scheme
by Chang et al. [8] is chosen as the SVD-based image watermarking.
Watermarking Embedding. Figure 1 illustrates the overview of
the watermarking embedding for a (host) machine learning dataset



Image Watermarking for Machine Learning Datasets Data Economy Workshop (DE ’23), June 18, 2023, Seattle, USA

𝐷 with a watermark𝑊 using SVD image watermarking. The SVD-

Input Output

Embedding

Figure 1: Overview of embedding.

based image watermarking embedding for a machine learning dataset
is as follows:
1) Data pre-processing: The SVD-based image watermarking [8]
requires a colored image in which each data point is an integer be-
tween 0 and 255. However, an ML dataset 𝐷 does not have the same
property; thus, we have to normalize 𝐷 by dividing each data point
by the maximum value𝑚 where 𝐷𝑛 represents the normalized 𝐷 .
2) Choice of attribute: Colored image watermarking techniques
mostly focus on the blue channel. This is because the human eye is
least perceptible to blue color [19]. The similar logic can be applied
to machine learning datasets where the least important attribute is
selected since changing their values will not affect the dataset dramat-
ically. Our analysis showed that the least important attribute is the
attribute with the lowest variance for the datasets used. Thus, the at-
tribute 𝑎 of 𝐷 with the smallest variance is chosen to be watermarked
for our analysis. Other approaches of course can be considered, e.g.,
using semantic knowledge about the data and the intended use-case.
3) Data partition: After the normalization and choice of the at-
tribute, 𝐷𝑛 is partitioned into 𝑛 × 𝑛 blocks as in SVD-based image
watermarking.
4) Embedding of the watermark: After data partitioning, each
block is transformed by SVD. Then the elements in the first column,
second and third rows are taken from the 𝑈 matrix in the SVD.
The relation between these elements is used to embed 𝑊 . If the
watermark bit is one, then the relation between the second and third
elements is made positive. Otherwise, the relation is made negative.
To define how positive or negative this relation may be, a threshold
value is determined. For instance, consider Figure 2 where we illus-
trate the procedure for a block of 𝐷𝑛 for the block size is 4 × 4, the
watermark bit is 1, and the threshold is 0.03. First, the normalized
host data 𝐷𝑛 is decomposed into its𝑈 , Σ, and𝑉 matrices (𝑈 compo-
nent is shown in the figure). It checks the second and third elements
of the first column which are 𝑈 (2, 1) = 0.44 and 𝑈 (3, 1) = 0.45. The
relation between the two elements is negative since 0.44 − 0.45 < 0.
Since the watermark bit is 1 and it does not match the relation, the
relation needs to be modified. To modify, it uses a pre-determined
threshold value (which is 0.03 for this example) and sets the second
element as𝑈 (2, 1) = | |0.44| + (0.03+ |0.44+ 0.45|)/2| = 0.46 and the
third element as 𝑈 (3, 1) = | |0.45| − (0.03 + |0.44 + 0.45|)/2| = 0.43.
Note that if the watermark bit was 0, it would mean that the rela-
tion matches with the watermark bit, and the difference needs to
be bigger or equal to the threshold. Thus, it would have set the el-
ements as 𝑈 (2, 1) = | |0.44| − (0.03 − |0.44 − 0.45|)/2| = 0.43 and
𝑈 (3, 1) = | |0.45| + (0.03 − |0.44 − 0.45|)/2| = 0.46.

5) Reconstruction: After each block is watermarked as discussed in
the previous item (4), a watermarked version of 𝐷𝑛 (denoted by 𝐷′

𝑛)
is reconstructed by multiplying the decomposition of each block and
multiplying again with the original𝑚.
6) Output: It returns the watermarked data 𝐷𝑤 constructed by the
combination of the watermarked blocks, the attribute 𝑎, and the max-
imum value𝑚 used for normalization to be used for extraction.

SVD

 

Reconst.

Embed

Step 1.

Step 2.

Step 3.

Figure 2: Illustration of embedding a watermark bit𝑊𝑖 = 1 in a
single normalized block 𝐷𝑛 .

Watermark Extraction. Figure 3 illustrates the watermark extrac-
tion procedure for a given watermarked dataset 𝐷𝑤 , the watermark
𝑊 , and the values𝑚 and 𝑎. The extraction is as follows:
1) Data pre-processing: Pre-processing is the same as the pre-
processing procedure in the embedding phase except for calculations
of𝑚 and 𝑎 since they are given.
2) Extraction: Each block is transformed by SVD as in the em-
bedding. For each block, the 𝑈 component is analyzed and the
watermark bit is extracted. Whether the bit is 0 or 1 is determined
by comparing the values of the second and third rows in the first
column applying the same relation idea as in embedding.
3) Verification: A watermark𝑊 ′ is constructed using the watermark
bits extracted. The watermark is verified if𝑊 ≈𝑊 ′ and returns the
boolean result as an output.

Input

 Extraction Verification

Output

 

 Accept:

Figure 3: Overview of extraction.
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4 EXPERIMENTAL SETUP AND RESULTS
4.1 Setup
The experiments are produced on a standard laptop with an Intel
Core 𝑖5 − 2557𝑀 CPU 2.7GHz and 4GB RAM, running a 64-bit
Linux OS. The watermarking scheme is implemented in C++. The
tests are conducted in Python, and scikit-learn library is used
for the machine learning algorithms. We use two datasets from the
UCI archive [9] for watermarking and training: 1) iris-dataset; 2)
dry-bean dataset [13]. Despite the fact that the datasets are related to
physical objects, both of them consist of numerical values regardless
of their names.

The iris dataset consists of 150 records with 5 attributes: 1) sepal
length; 2) sepal width; 3) petal length; 4) petal width; and 5) species.
The dry-bean dataset is a dataset containing around 13000 entries
of 7 types of dry beans. Each record has 16 attributes where 12 of
these are dimensions, and the other 4 are shape forms.

4.2 Results
The watermarked dataset is tested on the imperceptibility and robust-
ness of the watermark. We evaluate the imperceptibility of water-
marking considering two metrics: 1) change on a host dataset after
watermarking, and 2) change in accuracy of the machine learning
model trained on the watermarked dataset. To evaluate how much
distortion our approach adds to an ML dataset, mean squared er-
ror is used. For accuracy evaluation of ML models trained by the
watermarked datasets, we use two algorithms [17]: KMeans algo-
rithm; and Bayes classification algorithm. Moreover, the Decision
tree algorithm is used for similarity analysis.

The iris-data is watermarked with a random 1 × 9 binary image,
and the dry-bean-data is watermarked with the binary image shown
by Figure 4. For our evaluations, we first run the machine learning
algorithms for each host dataset to calculate the accuracy. After that,
we train the same algorithms with the watermarked versions of each
dataset to measure the effect of watermarking on the ML model.

Figure 4: The original watermark.

4.2.1 Effect of Watermarking on the Datasets. Figure 5a shows
the iris-data before (left) and after (right) the watermark embedding
where 0.02 is chosen as a threshold. On the y-axis, the value of the
attribute can be seen, and the x-axis represents the index of the tuple:
𝑛. The sepal width attribute valued between 2 cm and 4.4 cm is
selected to watermark the dataset. As shown in the figure, the overall
form of the dataset is maintained for each species (setosa, versicolor,
and virginica), but it has been leveled out. Figure 5b shows the dry-
bean data before and after embedding for different bean types. The
y-axis represents the value of the 𝑛th attribute, and 𝑛 is shown on
the x-axis. The ShapeFactor4 attribute is selected to watermark the
dataset. A threshold of 0.002 is used. The ShapeFactor attribute has a
minimum value of 0.94 and a maximum value of 1.0. As it is evident
by Figure 5b, there are no major visible changes after watermarking.

The thresholds were chosen as suggested by [8] and our testing while
we plan to optimize the selection of such parameters in the future.

Mean Squared Error. Figure 6 and Figure 7 show the mean squared
errors between the host datasets and the watermarked datasets for
the iris-data and dry-bean-data, respectively. Different thresholds
are used to show how mean squared errors are changing when the
threshold value increases. For both datasets, the error increases when
the threshold increases.

4.2.2 Effect of Watermarking on ML Models. Next, we discuss
the effects of watermarking on machine learning models trained by
watermarked datasets using previously determined algorithms.

Decision Tree Classifier. For the decision tree classifier algorithm,
we split the watermarked dataset into training and testing datasets.
To determine the training and testing datasets, we randomly selected
30% of the watermarked dataset as the testing dataset while the rest
(70%) of the dataset is assigned as a training dataset. Figure 8 shows
the accuracy of the decision tree of the (watermarked) Iris-data. The
accuracy of the model without watermarking was 96%. As shown in
the figure, many threshold values result in high accuracy (95.54%)
causing only 0.06% accuracy loss. Figure 9 shows the accuracy of
the decision tree of the dry-bean dataset. The original accuracy was
91%. In contrast to the iris-data ML model, the accuracy of the model
decreases when the threshold for watermarking increases. However,
the accuracy tends to be over 90.2% causing only 0.8% accuracy loss
which is tolerable. Overall, our evaluations show that watermarking
does not cause dramatic loss in the accuracy.

Bayes Classification Error. Figure 10 shows the accuracy of the
BayesClassifier on the Iris dataset. The original accuracy of the
classifier on the Iris host dataset was 93.3%. The accuracy changes
depending on the threshold; however, it is over 93.1% for many of the
threshold values causing only 0.02% loss while for other thresholds
it is over 91%. Considering the accuracy of the Bayes Classifier for
the dry-bean dataset, watermarking did not affect the accuracy at all
(which was 76.2%) for any of the thresholds.

KMeans Centroids Error. Figure 11 and 12 show the euclidean
distance of the centroids of the KMeans algorithm after watermark-
ing for the Iris-data and the dry-bean data, respectively. For both
datasets, the errors increased linearly as the threshold increased.

5 ROBUSTNESS ANALYSIS
Next, we discuss the robustness of our approach against deletion, up-
date, insertion, zero-out, and multifaceted attacks. For our analysis,
we used the watermarked dry-bean dataset, with a threshold of 0.05,
as it has a wider attack surface. The extracted watermarks are shown
for increasing severities of the attacks. Whether the watermark is
accepted depends on the user’s application.

5.0.1 Update Attack. In the update attack, an attacker tries to
remove the watermark by adding random noise to the watermarked
dataset. Figure 13 shows the extracted watermark after adding ran-
dom noise (10%) to the dataset where in the figure, the ratio of
the affected data is given above the images. The watermark is still
recoverable which shows that our approach is resistant to the attack.
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(a) Iris-Data (b) Dry-Bean-Data

Figure 5: Data before and after the watermarking where 𝑛 represents the index of the tuple.

Figure 6: Mean Squared Errors results of Iris-Data.

Figure 7: Mean Squared Errors results of Dry-Bean-Data.

5.0.2 Deletion Attack. The deletion attack attempts to remove the
watermark by deleting tuples from the dataset. Figure 14 shows the
extracted watermarks after an amount of the data has been deleted.
The watermark is not recognizable anymore after deleting 1% of the
watermarked dataset.

5.0.3 Zero-out Attack. The zero-out attack updates some tuples
in the dataset with zero. Figure 15 shows the extracted watermarks
after the watermarked dataset is zeroed out with different percent-
ages. After 10% of the dataset is zeroed out, the watermark is still
recoverable although it is highly distorted.

Figure 8: Decision Tree Classifier results of Iris-Data.

Figure 9: Decision Tree Classifier results of Dry-Bean-Data.

5.0.4 Insertion Attack. In the insertion attack, an attacker tries
to destroy the watermark by deleting tuples, and For each deleted
tuple, it inserts its own. Our analysis (see Figure 16) shows that the
watermark is highly destroyed after 10% of new data is inserted after
deleting 10%.

5.0.5 Multifaceted Attack. The multifaceted attack is a more
advanced attack strategy compared to others because it uses all the
previous attacks to remove the watermark. After attacking 1% of
the data, the watermark is highly distorted. At 3% is the watermark
unrecognizable.
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Figure 10: Bayes Classifier results of Iris-Data.

Figure 11: KMeans centroids errors of Iris-Data.

Figure 12: KMeans centroids errors of Dry-Bean-Data.

Figure 13: Update Attack.

Figure 14: Deletion Attack.

Figure 15: Zero-out Attack.

Figure 16: Insertion Attack.

Figure 17: Multifaceted Attack.

6 RELATED WORK
Machine learning watermarking techniques are the closest prior
works to our work. Uchida et al. [22] is the first known work that
introduced the watermarking concept to deep neural networks in
order to protect intellectual property (IP) and detect IP infringement
of DNN models. A watermark is embedded into one of the convolu-
tional layers in a host DNN. Zhang et al. [25] watermarks a DNN
model with three different watermarking strategies using image
datasets: 1) embedding meaningful content to the training dataset;
2) embedding unrelated images from other classes; 3) watermarking
by adding noises to the dataset. They show that the functionality
of the DNN model does not change significantly. Adi et al. [1] is
inspired by backdooring where a set of images, called a trigger set,
chosen by the owner are labeled wrong. The owner uses its trigger
set where the model is triggered to return the label as assigned in the
embedding phase as proof of ownership.

7 CONCLUSION AND FUTURE WORK
In this paper, we investigate how an SVD-based image watermarking
scheme [8] can be used to watermark machine learning datasets. We
watermarked two real-world ML datasets using SVD-image water-
marking with a few slight modifications (e.g., normalization). Our
analysis showed that watermarking did not introduce dramatic dis-
tortion in the original datasets. Consequently, the machine learning
models trained on the watermarked datasets had high accuracy rates.
We empirically analyzed the robustness of our watermarking ap-
proach against deletion, update, insertion, zero-out, and multifaceted
attacks. Our preliminary results show that SVD-based image water-
marking can be used for machine learning datasets while keeping
the accuracy rate high. However, as we discussed, our approach
requires further improvements in order to increase resilience against
deletion and multifaceted attacks which we plan to improve in the
future. Moreover, it will be interesting to investigate other image
watermarking techniques and conduct a comparative analysis using
various real-world datasets for various machine learning models.
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